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1 Recall: Convex Optimization

gi(x) <
hj(x) =

where f, g; : R" — R are convex differentiable functions while i; : R" — R are affine
functions, i.e. hj(z) = Az + b;.

P = l}g}f{f(x) subject to (P)

and the dual problem

D = sup d(\,p), where d(\, p) := inf L(z, A, p)
AERT TER™
uER?

m L
where L(x, A\, u) = f(x) + Z Aigi(z) + Z pih;(x) and the feasible set
i=1 j=1

K={zeR":g(x) <0, hj(z) =0}

KKT Theorem

Proposition 1. Assume that there exists & such that Slater condition holds, i.e.
and {A;:j=1,... (} is linearly independent

Then Mangasarian-Fromovitz Qualification condition holds for all
reK={reR":g(zr) <0, hj(x)=0}.

Corollary 2. Let x* € K be an optimal solution to P and it satisfies the qualification condition
(Mangasarian-Fromovitz or Abadie). Then there exists \* € R, " € R’ such that

D Aigia) =0
V. L(z", X, 1) =0

Theorem 3. Assume that the constraint K satisfies the qualification condition, and ©* € K. Then =*
is an optimal solution to P iff (*) there exists (A", i*) € R x R’ such that

{Z Ngi(a7) =0

V. L(z*, X, 1) =0
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Remarks. 1t is the necessary and sufficient condition for convex optimization. In general, this is a
necessary condition only.

Proof. 1. We already know that (x) is necessary condition for the optimality of 2™ in the previous
lectures.

2. Assume that (x) holds. Since « — L(x, A, i) is convex, then
Lz A", @) = min Lz, A", p7) = d(A", 117).
This is equivalent to for all y € R", we have
Lly, N 1) 2 L X i) = F@0) + 3 Nglw) + 3 ihy(a®) = f(a7)

=0 (By (*)) =0

Moreover, for all y € K,
Ly, 1) = f(y) + Y Naily) < f(y)

Together with the above inequalities, we have

f(@™) < Ly, N 0") < fly), Vye K

thus this implies that z* is an optimal solution to (P).

2 Duality by KKT Theorem

Theorem 4. Assume that K satisfies the qualification condition, and that (P) has at least one solu-
tion. Then

(i) P= D, and

(i) there exists (\*,u*) € R7T x R’ such that D = d(X\*,u*) and there exists x* such that
L(z*, X", ") = d(\*, u*) and =" is solution to (P).

Proof. 1. First, we have the Weak Duality: P > D is always true.

2. Since (P) has at least one solution. Let =* be a solution to (P), then by KKT theorem, there
exists (A*, 1) such that
> Agi(x™) =0
Vo L(z*, N, i) = 0
By definition, we have D = sup d(\, p) > d(\*, 1*) = ian L(z, \*, 1*).
AERT zeRn

uER?

From the first order condition V,L(z*, \*, u*) = 0, we have ian Lz, N 1) = L(x™, A", u*).
rER™

Putting all together, we have

D = sup d(\ p) > d\,p1*) = in]ij L(z, \*, u*) = L(z*, \*, ™)
z€eR™

AERT
uER?
= f(z") + Z AZ‘gi(fv*)/JrZ ujhj(x*z
=0 =0
==

Therefore, we have D = d(\*, u*) = L(z*, \*, u*) = P.
O
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Remarks. From D = d(\*, i*), this implies that (\*, ) is the dual optimizer.
From d(\*, u*) = L(x*, \*, u*), this implies that z* is optimizer in d(\*, ") and x* is optimizer for
(P).

3 Exercises
Exercise 1. Solve the optimization problem

) n 1,
min  x + =vy°.
— log(z)—y<0 2 Y
y>1

1
Solution. Let f(x,y) =+ éyz. As there are two inequality constraints, so ¢;(x,y) = —log(z) —y

and go(x,y) = 1 — y. Clearly, f is convex function. Since log(z) is a concave function, so — log(z)
is convex and hence g (x,y), g2(, y) are convex functions. Consider the feasible set K as

K:={(z,y):y>1 —log(z) <y} ={(z,9):y>1, 2 >e¥}

Since f, g1, g2 are convex and f(-) is coercive function, so there exists minimizer z* € K as a solution
to the problem. Define the Lagrangian function as

1
L(z,y, M, A2) =z + 592 — A1 (log(z) +y) + A2 (1 =)
and the dual function d(\;, \y) = (inf) L(z,y, A1, A2). Now, we compute
Y
oM
v(x,y)L($7y7)\17)‘2) = ( X >
y—A— A

By the Euler’s first order condition, by setting V() = 0, we have (2, ") = (A, A\ + A2).
So, we have

1
inf L(x,y, A, A2) = L(A1, A1+ Ao, A1, A2) = Ay — A log(Aq) — 50\1 + X2)® + Ao

(z,y)

Now, we compute

. 1-— log()\l) —1- ()\1 + )\2)
Vad(d) = ( —(Ar+X) +1
log(A}) + A} + A3 =0 A=e!
By setting equals to 0, we have o*g( 1)* TALT A — 1 ¢ .
ATA =1 A=1-—e

Therefore, we have D = sup d(A1, \o) = d(\, \3), where (A5, 03) = (e, 1 —e ™).
A
So, from the above, we have (z*,5*) = (A}, A} + A5) = (e, 1) so that

1
* ok 1 .
f , — _l’_ —_ = f , .
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no_2
Exercise 2. Leta; > Oforalle=1,...,nand K := {IER”:E —;gl}.Solve
as
i=1 1
min ||z — ul|?
rzeK
n U,2
f i € R" satisfyi E — > 1.
or a given u satisfying 2 o

Remarks. K is an ellipsoid.

X
Solution. Let = ||z —ul?and g(z) = Y =5 —1.
olution. Let f(z) = ||z — u||* and g(x) Zaz

Then, the Lagrangian function is

L(xa)\):|’$—u||2+)\<Zg— )

Note that

* f and g are convex

e d(\) = inf L(z,\)

zeR?

Now, we compute
VoL(z, ) = | 2(2; — w;) + 2\z;/a?

Us

By setting V,L(x, \) = 0, we obtain z; = T)\/a?.

Putting back to d()), we have

Ui -
d()\) :xlel’lanL(l' )\) L (T/\/al’ 1= 1,...,n, )\)

2 n 2
_Z —1) W2+ e
1 —l—)\/az ! —~\1+\/a a?

2

Uj
=—>\+/\Za2+)\
=1

To find sup d(\), we set d'(\) = 0 so that
A>0

n

n2
_1+Z;a2ujr>\_A 21: az+>\

"L wla?
—1=y i
; (a +A)?
. ) - uza? w;a? )
Theortically, we can find A* for solving 1 = Z m and x} = " +’>\*. It is encouraged to

=1
think on this problem.

— End of Lecture 18 —
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